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1. INTRODUCTION 

Face detection is a major research area in Digital Image Processing due to its widespread applications in various fields. It is 

an indispensable initial step towards all automated face analyzing algorithms like face recognition, age recognition, gender 

identification, facial expression recognition and many more. Given an arbitrary image, the goal of face detection is to 

determine whether any faces are present or not in the image and, if present, return the image location and extent of each face 

[1].  

Face detection became practically feasible in real world applications with the seminal work by Viola and Jones [2]. Boosted-

cascade methods are made popular in the field of face detection by Viola-Jones. Three core ideas in their algorithm are 1) 

integral image 2) classifier learning with a boosting algorithm and 3) cascade structure. These ideas seeded to a number of 

researches based on original Viola-Jones algorithm [2]. A method to address challenges in unconstrained face detection has 

been introduced by Liao et al., [5] using a new image feature called Normalized Pixel Difference (NPD), which is scale 

invariant, bounded, and is able to reconstruct the original image. A novel method to detect and correct the failures in 

appearance based facial tracking is proposed by Wang et al., using a sparse coding strategy to learn an efficient feature 

representation of the difference between the face template and the warped image [6]. Unlike the traditional methods, new 

meta-heuristic optimization algorithm  for face detection has been proposed by Gao et al., [7] in which, face tracking is 

treated as an optimization problem and a, differential harmony search (DHS) is introduced to solve face tracking problems. 

A collaborative tracking framework was introduced to robustly track faces under large pose and expression changes and to 

learn their appearance models online [4]. Kawulok et al., has presented a new method for precise detection of frontal human 

faces and eyes using a multi-level ellipse detector combined with a support vector machine verifier [8]. A new face tracking 

system in an illumination insensitive feature space, called the gradient logarithm field (GLF) feature space was proposed by 

Zou et al [9].  

Even though a lot of research has been carried out in this area, a face detection system that has achieved optimal detection 

rates and minimum error rate, for faces including those under varying pose and illumination, is yet to be realized. This article 

presents an enhanced face detection system which is robust to variations in poses and illumination to a tolerable extends. In 

the proposed method, Speeded Up Robust Features (SURF) descriptor is used as the feature vector representing face and non-

face. It was introduced by H. Bay et al., [10] and proved to be efficient for representing human faces in an innovative work 

by J. Li et al., [11]. Only a few hundreds of local SURF patches are considered for a detection window instead of hundreds or 

thousands of Haar-like features. Also SURF is a multi-dimensional descriptor while Haar-like feature has only a single 

dimension. 
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Abstract- An enhanced and optimized face detection system robust to variations in pose and illumination, along with minimum 

false positive rate has been proposed in this paper. SURF descriptors are used as feature vectors and SVM is used as the base 

classifier. A number of SVMs are trained using a boosting algorithm and stored as an ensemble of weighted SVMs. A cascade 

of different stages is built to make the final strong classifier. Optimization is a main criterion in designing this system, as far as 

false positive rate and processing time are concerned. These two features are achieved by a skin color filtering module 

integrated to the proposed face detection system, which outputs a skin-color segmented binary image. The current detection 

window is processed only if there are enough skin color pixels in that window. Further, the detection window is classified using 

boosted SVM cascade classifier. Typical post processing operations completes the face detection procedure. Testing on FDDB 

benchmark dataset shows that the proposed system outperforms classic boosted cascade face detection methods on ROC curve 

evaluation and state-of-the-art detectors on comparison based on detection rate. 
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In the proposed system, the basic Adaboost algorithm is adopted for building the face detection system. A number of SVMs 

are trained using a boosting algorithm and stored as an ensemble of weighted SVMs. A cascade of different stages is built to 

make the final strong classifier. Initially, the input image is passed through a skin color segmentation module, which outputs 

a skin-color segmented binary image. The current detection window is processed only if there are enough skin color pixels in 

that window. Further, the detection window is classified using boosted SVM cascade classifier. Typical post processing 

operations completes the face detection procedure. 

SURF and SVM are combined for face detection and face component localization by D. Kim and R. Dahyot [12]. In this 

method, SURF key-point detection is used to find interest points automatically and store this information in SURF 

descriptors, which is finally used for classifying a face using a trained SVM. In our method, we do not use SURF interest 

point detection. SURF descriptors for the whole detection window are given as input to the training algorithm, and relevant 

descriptors are automatically selected during the boosted cascade training procedure. 

Based on the milestone work of Viola-Jones, a number of boosted-cascade detection systems were introduced [2]. Most of 

them vary in extracted features, classifier and in the boosting method. In the research work of Jianguo Li et al., SURF 

cascade based face detection technique was introduced [11, 13]. The SURF descriptor is trained using boosted logistic 

regression classifiers. They use Area under Receiver Operating Characteristic (ROC) curve as a criterion for convergence, 

and have achieved a lot of improvement in training speed and detection accuracy. In the proposed work, SVM is used as the 

base classifier instead of a weak classifier like logistic regression, thereby reducing the number of boosting rounds and 

negative samples trained.  

Face detection using skin-tone segmentation is realized in [11] [14]. In this paper, rules have been introduced to find skin and 

non-skin pixels. It was proved that the use of color model rules for skin-color detection is easy and effective. Skin-color 

segmentation is adopted from their work as a preprocessing step for the proposed face detector. 

Support Vector Machine (SVM) [15] is used in this work as the base classifier in the form of boosted ensembles. SVM is 

used instead of a weak classifier, because of its classification accuracy. This in turn reduces the need of number of boosting 

rounds and number of stages in the attentional cascade structure. One of the difficulties with boosted cascade methods is the 

need of a large number of negative samples. Most of the boosted-cascade methods make use of the fine-grained Haar-like 

feature [2]. Size of feature search space is very high for these features. This in turn requires more training time [11]. Also 

high false positive rate is another drawback of existing methods. These problems motivated us to develop a new method for 

face detection and to come up with the proposed face detection system. This work adopts ideas from original Viola-Jones 

method for face detection [2] and also from many advanced research in this area [11, 13, 14]. 

Original SURF descriptors only stores information about gradient space. But, skin-color of different people is found to be 

clustered in the chromatic color space [16]. So this information can be used to limit the search space to only skin color areas 

in the image there by reducing false positive rates and improving speed of detection. Rule based skin-color segmentation [14] 

is used as the preprocessing step in the detection process. 

The rest of the paper is organized as follows: Section II presents the proposed scheme in detail, Section III describes the 

implementation details, Section IV discusses the evaluation methods and their results and Section V draws the conclusion 

 

2. PROPOSED ALGORITHM 

In any face detection system, there are mainly two phases:  Training phase and Detection phase. In the training phase, the face 

detection system is trained using known images, whereas in detection phase, the actual detection of the face takes place. An 

overview of the proposed system is given in Figure 1.  

 
Figure 1. Proposed Face Detection System Overview 
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Input to the training module is positive and negative samples of images of size equal to the used target detection window. 

Positive samples are used to train face and negative samples are used to train non-face. Initially, noise filtering is performed on 

the images to improve training. If the training image is color, it is converted to a grayscale image. 

In the feature extraction phase of training, SURF descriptors are computed for every positive and negative sample and stored 

as a training matrix. At the end of this procedure a number of SVM ensembles are generated. An SVM ensemble consists of a 

number of weighted SVM models, which are used later for detecting faces from the input images.  

Detection phase is where the actual face detection is carried out using the trained face detector. The input image is first passed 

through the preprocessing step, where it is converted from a color image to a grayscale image. At the same time color image is 

passed through a skin color segmentation procedure, which store skin color information in the form of binary values. After pre-

processing, the input image is scanned for faces in various resolutions. Extracted target detection windows are then passed 

through a skin-color filtering procedure, where non-skin color windows are rejected. If a detection window passes skin color 

filtering test, it goes into the classification step, in which trained SVM ensembles are used for the cascaded detection 

procedure, where most of the false positives are eliminated. 

Finally, a post processing step removes further false positives. The result of this face detection system is a list of detected faces 

with necessary parameters like location and extend. The various steps of the proposed face detection system are explained in 

the rest of this section. 

 

2.1 SURF Descriptor Extraction 

Speeded Up Robust Features (SURF) was introduced as a detector and descriptor of local scale and rotation invariant image 

features [11]. In our system, SURF is used only as a descriptor. SURF descriptors are computed from a detection window and 

are used as a feature vector for that window.  

SURF descriptor is defined in the gradient space. Let dx be the horizontal gradient image obtained with the filter kernel    [-1, 

0, 1] and dy be the vertical gradient image obtained with the filter kernel [-1, 0, 1]
T
. dx and dy are summed over a sub-region to 

form a first set of entries into a feature vector. The polarity of the intensity changes is also extracted by the sum of the absolute 

values of the responses, |dx| and |dy|. Hence, each sub-region has a four-dimensional descriptor vector v for its underlying 

intensity structure as given below: 

v = ( ∑ dx, ∑ dy, ∑ |dx|, ∑ |dy| ) 

A target detection window of fixed size is defined for scanning an input image or for training samples and for computing 

SURF descriptor. It is a portion of the actual image, where the presence of a face is examined. In the case of training, each 

image size is made equal to the size of the detection window. In the case of actual operation of the system, this detection 

window frame is moved over the test image to find portions of the image that has a face. The procedure for generating SURF 

description is given below. 

Each target detection window of size 40 × 40 is densely sampled into local patches of different sizes. Patch sizes ranging from 

12 × 12 to 40 × 40 in a step of 4 pixels is chosen. Also slide the same patch over the target detection window with a fixed step, 

say 4 pixels. Additionally patch height-width ratio is allowed to be 1:1, 1:2 and 2:1. In this work, a total of 284 local patches 

from a given detection window is generated. Each local patch generated using the above method is represented by 2 × 2 = 4 

cells of SURF descriptors. Each cell has a four-dimensional SURF descriptor vector v for its underlying intensity structure. 

Concatenating these feature vectors in 2 × 2 cells will yield SURF descriptor as the feature vector for a local patch. Thus, each 

local patch in the target detection window is represented using 4 × 2 × 2 = 16 dimensional feature vector. Configuration of 

local patches and cells are illustrated in Figure 2. 

 
Figure 2. Patch and Cell Configuration inside a detection window 

 

To make the descriptor invariant to the patch size and to reduce impact of illumination and contrast variations, feature vector of 

each local patch is normalized using L2 normalization and thus created the unit vector. L2 unit vector is found first by finding 
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the Euclidean distance of the vector from the origin and then dividing the whole vector, element by element with this 

normalized vector. 

 

2.2 Boosted SVM Cascade Training 

A strong classifier is trained from positive and negative samples using a boosting algorithm at various stages.  Positive samples 

are images of size 40 × 40, each of them contain exactly one face represented as a grayscale image. Negative samples also 

have size 40 × 40 which can be any gray-level pattern other than a face. SURF descriptors are computed from each of these 

samples, and stored as training matrix. These positive and negative feature matrices and their respective classes (1 for face, -1 

for non-face) are given as inputs to the learning algorithm. Finally, ensembles of SVM classifiers are returned along with other 

parameters that are needed for classification. Procedure for one stage training is given in Algorithm 1. 

 
 

Suppose there are Np positive training samples, Nn negative training samples and K possible local patches, where local patches 

are represented using 16 dimensional SURF feature x. Each stage is a boosted learning procedure with SVM as base learner. 

Output from a stage is the strong classifier HT which is a linear combination of a T number of base SVM learners (ht) as given 

below. 

 
T is the number of boosting round in a stage. Base learners in boosting rounds are assigned a weight αt during training. 

Training happens in continuous boosting rounds. In each boosting round, Np number of positive samples and Nn number of 

negative samples are selected from the total training set. One SVM per local patch is trained with these selected samples. At 

the end of current boosting round, local patch with lowest error is considered as the patch for current round and SVM trained 

for this patch is considered as the classifier for current round. Each boosting round t produces the classifier ht with its weight 

αt. The weight of a classifier is determined based on its accuracy which in turn is based on the weight of misclassified samples.  

Every training sample is associated with a weight in every boosting round t. Initially, all weights are equally distributed over 

all positive and negative samples separately. Weights of misclassified samples are increased in the next iteration. So the 

probability of selecting misclassified samples for training in the next iteration would be higher. At the end of each boosting 

round, weights are separately normalized.  

Misclassified samples of each stage are given as mandatory input to the next stage. For each stage, the number of boosting 

rounds, T may be different. For the first boosting round of a stage, all the misclassified samples from the previous stage are 

added to the training sample set. So the misclassified samples of previous stage have a higher probability of correct 

classification in the current stage. The number of stages trained depends on the tolerable limit of false positive rate. 

Experiments showed that the false positive rate falls rapidly. 
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2.3 Skin Color Filtering 

Generally, human skin-color pixel spans only a small area of a test image. Scanning only the suspected area improves speed of 

detection and reduces false positive rate. 

For skin color filtering, the input image is pre-processed with skin color segmentation. The skin color information of the whole 

image is saved. When a detection window scans an input image, span of skin color pixels is found by referring this saved skin-

color image. If the skin region is below a threshold, no processing is done in that window. The preparation of this skin color 

filter image is given in Figure 3. 

Figure  3. Preparation of Skin Color Filter Image 

 

A three rule combination [14] is used for correctly identifying skin color. It uses RGB, YCbCr, and HSV color spaces. Each 

rule is defined for each color space. A combination of these rules is used to separate skin color from the background. 

The segmented image is then passed through binarization procedure, where the whole image is limited to have only two values 

of gray-levels. One gray-level represents skin and other represents non-skin area. The resultant image is passed through a 

morphological erosion process with a relatively small structuring element (SE). This process removes most of the skin-color 

pixels that is spread over different parts of the image and retains continuous skin-color regions. Final step is to dilate the 

resultant image with a SE larger than that used for erosion, but much smaller compared to face size. This removes smaller 

holes (like eyes) in continuous skin-color region. The resultant image is used for skin-color filtering. 

 

2.4 Detection of Faces 

Detecting faces is the process of scanning an input image for presence of faces and storing detected faces into an annotated list. 

A digital color image from which faces are to be detected is given as the input image and annotation list is the list of five 

attributes associated with the faces being detected. Attributes selected are X-coordinate position in the original image, Y-

coordinate position in the original image, height and width of the detected face and a detection score. First four parameters are 

directly obtained from detection window. Detection score is a real value obtained from the detection procedure. The procedure 

used for face detection is given in Algorithm 2 in which Img is the input image and Win is the current subset of images under 

consideration for detecting faces. Size of Win is fixed as 40 X 40. ScaleVal is used to scale down the input image to a lower 

size. 
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H
S

T (x) is the T
th 

stage strong classifier, which is a weighted ensemble of SVM classifiers, obtained through the Adaboost 

learning procedure. H
S

T (x) returns a positive value, if the current window is detected as a face, otherwise a negative value is 

returned.  

An input image is scanned in the form of image pyramids. Initially, an image with the given resolution is scanned by the 

detection window Win. Then, the image is resized to a certain ratio and again the whole image is scanned with a new 

resolution. This process is repeated until the image is resized to the size of the detection window or even lesser. Image is 

consecutively resized by the factor ScaleVal. Detection happens as follows. The input image is scanned at current resolution 

from top-left to bottom-right using detection window Win. Then, it is passed through skin-color filtering. If Win gets through 

this step, then it passes through different stages one after another. This process is given in Figure 4 taken from Viola-Jones [2], 

where T represents True and F represents False. This is called cascaded detection process.  

 
Figure 4. Schematic depiction of the detection cascade. [2] 

 

In each stage, local patch feature vectors used for the current stage are computed. Sign of the classification result indicates the 

probability of the result being a face. If current stage returns a positive value, it is passed to the next stage for further 

processing. If the current window passes all stages successfully by returning a positive value in every stage, then that would be 

added to detected face list FaceList along with its detection score. Detection score is the sum of results of classifications from 

all stages. 

This process is repeated for detecting faces of size larger than the size of the detection window. This type of image scanning 

allows detecting faces of any scale in the input image. Resultant FaceList undergoes post processing operation to get the final 

FaceList. This face list is later used for annotating faces in images. 

 

2.5 Post Processing 

Final detector is insensitive to small changes in translation and scale. So, a face may be detected multiple times, both in 

translational movement and in various resolutions. This happens because there is only small change in the feature vector while 

moving some the window right or down and with consecutive resolutions. To solve this, two post-processing operations are 

performed on the detected list, to group nearby responses and to reduce false positive rates. They are Merging Multiple 

Detections and Non-Maximum Suppression. 

Merging Nearby Detections: It is the process of combining detections that probably indicate same face. Two detections D1 and 

D2 are grouped together if they satisfy the following condition. 

 

 
 

All entries in the face list are grouped in such a way that one face appears only in one group. After successful grouping, entries 

in the same group are merged together as a single entry and other entries are deleted. First four parameters of the new entry 

will be the mean value of x-coordinates, y-coordinates, width and height respectively computed from all face entries in the 

group. Score for new entry is the maximum score in that group. New face list contains these merged entries from all groups. 

This process is repeated until no further merging is possible. 

Non-Maximum Suppression: If two detections are highly overlapping and the difference in size is huge, one of them should be 

eliminated. It is done through non-maximum suppression. For example, a very small false positive region can be caught under 

real face detection using non-maximum suppression, which could not have been removed by merging nearby detections. If 

detections D1 and D2 satisfy the following conditions, then detection with smaller detection score is removed, and detection 

with the highest score is retained. 
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3. IMPLEMENTATION DETAILS 

Positive samples for the face detector were collected from GENKI [17] and the FaceTracer dataset [18]. Each face image is 

converted to 8 bit gray image, and resized to 40 x 40 without affecting the aspect ratio of the face. For generating negative 

sample windows, grayscale images without any faces are used, mainly from UMD negative dataset [19]. As a total, 5000 

positive samples and 8000 negative samples were generated for training purpose and stored as positive and negative training 

matrices respectively. In a training matrix, each row is made by concatenating all the patch features for each sample. In the 

training procedure, required patch features were selected from the samples using matrix indexing. 

Feature extraction phase extracts four values per cell of a local patch: Σdx, Σdy, Σ |dx| and Σ |dy| to create SURF descriptor. 

For efficient computation of these values, four separate integral images are maintained. Using these tables, sum of values under 

any rectangle can be calculated using only 4 array references. 

Number of positive samples used for training (Np) are 5000 and the number of negative samples used for training (Nn) is 8000 

since larger number of negative samples is desirable. In each boosting round, Np and Nn are set to 10% of the total number of 

samples. Total number of patches (K) is 284 as it is generated using the SURF descriptor extraction procedure. 

Number of boosting round in each state depends upon the total number of local patches and desired speed of evaluation. It is 

set to 5 in the first three stages and 10 in the next three stages. If the number of boosting round is less, then speed of evaluation 

for that stage increases, at the same time false positives in that stage also increase. So a balance is made between these two 

factors and the number of boosting rounds is selected appropriately. The main advantage of Adaboost algorithm is that 

concentration is given only to those image portions where there is a possibility of detecting a face. For getting advantage of this 

property, the value of T is made as minimum as possible in first 3 stages while the true-positive and false-positive rates are 

kept at least at 99% and 1% respectively. Generally it is observed that the false positive rate falls rapidly while increasing the 

number of boosting rounds. Experiments proved that for optimum true-positive and false-positive rates, six stages are ideal. 

 

4. EVALUATION 

The proposed face detection system is trained using the collected face and non-face images from various standard data sets and 

private photo collections. The learnt model, in the form of ensembles of weighted SVMs is used for evaluating face detection 

accuracy. For illustration purpose, here sample outputs use a rectangle around detected faces. For evaluation purpose two 

popular public datasets are used: Caltech [20] and UMass FDDB [21]. 

 

4.1 Caltech Dataset Evaluation 

Caltech Dataset is a face dataset collected by Markus Weber at California Institute of Technology [20]. It contains 450 face 

images 27 unique people under different lighting, expressions and backgrounds. For evaluating the implemented system with 

this dataset, each image in the data set is given as input and output from the system is stored in a face annotated form of 

original images. Manual evaluation is also done based on these outputs. Some sample detections are given in Figure 5. 

Evaluation results are given in Table 1. 

 

  

  
Figure 5. Sample detection results on Caltech Dataset 
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Table -1 The Evaluation Result of Face Detection using Caltech Dataset 

Detection Type Number of 

Detections 

Percentage of 

detection (Total 450 

images) 

True Positive 

(TP) 

393 87.33 

False Positive 

(FP) 

60 13.33 

False Negative 

(FN) 

57 12.67 

 

 

 
 

 
 

From 450 faces, 393 faces were correctly classified. So True Positive (TP) is 393 and False Negative (FN) is 450 - 393 = 57. 

But 60 non-face detection windows were incorrectly classified as face. This yields False Positive (FP) as 60. From these 

values, precision and recall are calculated using the above equations as 0.868 and 0.873 respectively. 

 

4.2 UMASS FDDB Evaluation 

Face Detection Dataset and Benchmark (FDDB) is a benchmark for face detection algorithms [21]. They provide dataset 

containing 2845 images with a total of 5171 faces. A wide range of challenging scenarios including occlusions, difficult poses, 

and low resolution and out-of-focus faces are contained in this dataset. Figure 6 shows some detection on FDDB dataset. 

 

  

  
Figure 6.Sample detection results on FDDB Dataset 

 

For performance evaluation on FDDB dataset, an experiment with unrestricted training has been proposed [21] which has been 

adopted in this current work. In FDDB, algorithms are compared using Receiver Operating Characteristic (ROC) curves. Two 

types of curves are proposed which are Discrete Score (DS) Curve and Continuous Score (CS) Curve. In discrete score, a face 

is considered as correct if it spans over 50% of original elliptical annotation. In continuous score, detection score is same as 

amount of overlapping with original annotation. 

In the benchmark, ROC curves for Viola-Jones detector [22] and C. Mikolajczyk‟s detector [23] are given for comparison 

purposes. In Mikolajczyk‟s detector, humans are modeled as flexible assemblies of parts, and part detection is done using 

Adaboost trained classifiers. Open CV implementation of the Viola-Jones detector is the other face detection method for 
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comparison. Figure 7 shows CS ROC Evaluation curve and DS ROC evaluation curve on FDDB dataset in which, X-axis 

denotes number of false positives and Y-axis denotes fraction of true positives. When false-positive number is allowed to 

increase, true positive rate also increases drastically. In DS evaluation, true positive rate approaches to 0.6 when false 

detections are 100. At the same time, other methods are only just around 0.3. Compared to DS evaluation, CS evaluation 

appears to have a lower performance. But this performance drop is common for all detectors and still proposed method 

outperforms the other compared methods. 

 

 
Figure 7.Evaluation Curves for FDDB Dataset 

 

Thus, Boosted SVM Cascade outperforms Viola-Jones and Mikolajczyks face detectors both in DS evaluation and CS 

evaluation. The implemented method has more advantages over other methods. SURF descriptors are somewhat coarse feature 

descriptor compared with Haar-like features. So the number of SURF features is comparatively very less. This reduces the time 

complexity for selecting best feature in each round and thereby improving overall training efficiency. Also, SVM is used as the 

base classifier which increases the accuracy tremendously. Use of SVM also helps to reduce the number of training samples by 

fast convergence. The false positive rate is further reduced by scanning only skin-like regions through skin-color filtering, thus 

improving accuracy of boosted SVM cascade face detection system 

Evaluation based on the detection rate was also performed, and the proposed method has been found superior to the state of the 

art face detectors. Table- 2 shows the detection rates on FDDB dataset compared with the existing recent classiers. 

 

Table- 2: The Evaluation Result of Face Detection using FDDB Dataset 

Detection Type Percentage of detection (Total 5171 

faces) 

Local Binary patterns (LBP) 71.6 

Modied Census Transform (MCT) 75.3 

Semi-Local Binary Pattern (SLBP) 75.5 

Semi-Local Modied Census Transform 

(SMCT) 

76.9 

Proposed Method 81.03 

 

Figure 8 shows the evaluation on FDDB dataset graphically, which demonstrates that the proposed method outperforms 

existing state-of-the-art classifiers. 

 
Figure 8. Performance evaluation on FDDB dataset, demonstrated graphically 



 Surf Descriptor Based Optimized Face Detection Using Boosted Svm Cascade And Skin Color Filtering 095 

 

The implemented method has more advantages over existing methods. SURF descriptors are somewhat coarse feature 

descriptor, so the number of SURF features needed is very less. This reduces the time complexity for selecting best feature in 

each round and thereby improving overall training efficiency. Also, SVM is used as the base classifier which increases the 

accuracy tremendously. Use of SVM also helps to reduce the number of training samples by fast convergence. The false 

positive rate is further reduced by scanning only skin-like regions through skin-color filtering, thus improving accuracy of 

boosted SVM cascade face detection system. 

 

5. CONCLUSION 

This research work aimed to develop a robust method for the face detection system, learnt through machine learning. Rule 

based Skin color filtering is used to filter out non-face regions before processing. SURF descriptor is used as the feature vector. 

A variation of Adaboost algorithm is used for boosting a number of SVM classifiers in different stages. Connecting all stages 

in a cascade manner completed the proposed face detection system. Boosted SVM Cascade based face detection system has 

been implemented, trained and evaluated. Performance evaluation has been done on Caltech [20] and FDDB [21] datasets. 

From Caltech evaluation, it is understood that this face detection system is good at detecting upright front faces. Evaluation on 

a more difficult dataset from FDDB showed that, this method outperforms certain popular approaches for face detection like 

that of Viola-Jones. Many future improvements are possible as an extension to this research work. Color information can be 

coded in the SURF descriptor itself, instead of using skin color as a pre-filter. Extended SURF descriptors [10] can be used 

with this cascade classifier system for more representational ability. Number of features can be increased by varying local 

patch ratios and movement inside a detection window. This concept can be extended to build a multi-view object recognition 

system. 
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